Cavitation Damage Evaluation Using Laser Impacts
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Ultrasonic waves generated by a pulsed Nd-YAG laser are being adopted to evaluate the cavitation damage, so-called pitting, caused by proton beam injection in pulsed neutron sources. The wave's propagation behavior depends on the density and depth of the pits. To quantitatively understand the relationship between the pits and the wave propagation behavior, the artificial pits were imposed on the evaluated specimen while controlling the density and depth. A laser Doppler vibrometer was used to remotely detect the ultrasonic waves generated by the Nd-YAG laser. It was found that the two parameters, namely, the maximum negative peak value and the attenuation of received waveforms were useful for quantitatively evaluating the damage. As a result, cavitation damage with a peak-to-peak roughness of more than 15 µm was successfully evaluated. [doi:10.2320/matertrans.I-M2014813]
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1. Introduction

In the last decade, the use of liquid metals for spallation neutron sources and next-generation reactors has been examined. In the USA and Japan, mercury target systems are being developed for the MW-scale neutron sources taking into account the advantages of self-circulating heat removal and neutron yield.1,2) Pulsed proton beams (3 GeV, 25 Hz, 1 µs pulse duration) are injected into the mercury target in order to produce high neutron fluxes in the Japan Spallation Neutron Source (JSNS). The repeated bombardment of pulsed proton beams introduces high-intensity and impulsive pressure waves in the mercury.3) The pressure waves induce cavitation in the mercury which finally causes cavitation damage on the inner wall of the target vessel.3–5) The cavitation damage, referred to as pitting damage, significantly reduces the lifetime of the mercury target vessel.6–9) Therefore, it is extremely important to evaluate the pitting damage from the viewpoints of the structural integrity and the lifetime evaluation.

Ultrasonic techniques are widely used in non-destructive inspection. Routine ultrasonic inspections are performed using piezoelectric transducers that are either in contact with the specimen or immersed in a suitable coupling fluid such as water.10) However, the application of piezoelectric transducers is occasionally limited by hot, high radioactive, moving products, specimens having complex geometries, and work pieces that are hard to contact using ultrasonic couplants.11)

Considering the high radiation in the operation environment, a remotely noncontact evaluation technique is expected to be developed. Electromagnetic-acoustic transducers (EMATs) are commonly used as the noncontact transducers. While EMATs do not suffer from couplant problems, they still have to be deployed close to the specimen to obtain strong signal, and will be affected by high radiation environment.12)

The combination of laser and the detector for the generation and detection of ultrasonic waves offer not only non-contact but also fully remote evaluation techniques. The laser-generated ultrasound provides a wideband and controllable source capable of generating compression, shear, and surface waves. Subsequently, the laser interferometer records the specimen vibration displacement or velocity.12–14) Another very important viewpoint is that the laser-generated source can be used to simulate the bombardment of the pulsed proton beams owing to the similar pulse widths relatively.

In this study, we evaluated the cavitation damage of mercury target by using the ultrasonic inspection system consisting of a pulsed Nd-YAG laser as a source and a He–Ne laser Doppler vibrometer as a detector.

2. Experimental Procedure

2.1 Laser ultrasonic system

Figure 1 shows the laser ultrasonic system employed in the experiment. The bottom side of the specimen is the damaged
surface. A Q-switched Nd-YAG laser (QUANTEL USA, Ultra 100-55-20) operating at a wavelength of 532 nm was directed on the upper surface. The laser provided an output energy of 2.5 mJ in 6.5 ns, a repetition frequency of 1 Hz, and a Gaussian beam profile of 3 mm in diameter. The laser beam does not impose any damage on the specimen.

The interference between the reference and the scattered beams was monitored by a laser Doppler vibrometer (LDV) (ONOSOKKI, LV-1710) with a He–Ne laser (633 nm, 1 mW), having a detecting frequency range of 1 Hz–3 MHz. Signals captured by the LDV were recorded using an oscilloscope with a sampling rate of 12.5 MHz. Each waveform was obtained by averaging 180 signals to reduce the noise. The He–Ne laser beam was focused by a microscope lens onto the specimen surface to form a spot with 3.5 µm in diameter to obtain an accurate spatial resolution. The distance between the central point of the He–Ne laser beam spot and that of the Nd-YAG laser beam spot was fixed to be 5 mm.

2.2 Artificial damage

To quantitatively understand the correlation between the wave propagation behavior and the pits, the artificial pits with varying depths and densities were formed on the specimens. The material of the specimen is an austenitic stainless steel type 316, which is the same as the material of the mercury machine (MIMTM) in mercury. The detailed information of the simulation was performed using a Finite Difference Method (ONOSOKKI, LV-1710) with a He–Ne laser (633 nm, 1 mW). Each pit was made of 3 mm in diameter. The laser beam was focused on the specimen surface to a roughness of less than 0.1 µm. Figure 2 shows the two artificial damaged specimens and Laser Scanning Microscope (LSM) image of indents. The Vickers indents were conducted by a load of 490 N. The depth and side length of the indent were approximately 110 and 550 µm, respectively. The number of Vickers indents are 121 and 900, respectively, which were formed at the same center area (30 × 30 mm²) of the two specimens to simulate the pits. In the experiments, the detection laser was placed at the center of the specimen.

2.3 Cavitation damage

After making clear the correlation between the wave propagation behavior and the artificial pits, experiments were performed to quantitatively evaluating the cavitation damage. Figure 3 shows a photograph of the specimen with distributed cavitation damage. The cavitation damage was imposed on the specimen using an electro-Magnetic Impact Testing Machine (MIMTM) in mercury. The detailed information of MIMTM and cavitation damage was described in reference. The specimen was divided into five areas. The number of impacts performed at each area was 0, 10⁴, 10⁵, 10⁶ and 10⁷, respectively. The peak-to-peak (P-P) roughness of the cavitation damage at each area was: (I) 45 µm, (II) 35 µm, (III) 25 µm, (IV) 15 µm. The position of the detector was fixed and the laser source was placed in turn at each area in the evaluation process. The cavitation damage in each area could be placed between the source and detector through such an arrangement.

3. Numerical Simulation

It is very time-consuming to systematically investigate the dependency of the ultrasonic wave propagation behavior on the shape and depth of pits by artificially making the simulated pits. Moreover, it is impossible to directly investigate the wave propagation behavior inside the material by experiments. On the contrast, it is capable of performing such investigations much more efficiently and intuitively by the numerical simulation. In order to systematically investigate the dependency of ultrasonic wave propagation behavior on the aspect ratio and depth of pits, the numerical simulations were performed using a Finite Difference Method referred to as Wave3000 (Cyber Logic). The specific acoustic equation used in Wave3000 is given by:

\[ \rho \frac{\partial^2 w}{\partial t^2} = \left[ \mu + \eta \frac{\partial}{\partial t} \right] \nabla^2 w + \left[ \lambda + \mu + \phi \frac{\partial}{\partial t} + \eta \frac{\partial}{\partial t} \right] \nabla (\nabla \cdot w) \]  

(1)

where \( \rho \) is the material density, kg/m³; \( \lambda \) is the first Lame constant, N/m²; \( \mu \) is the second Lame constant, N/m²; \( \eta \) is the shear viscosity, N·s/m²; \( \phi \) is the bulk viscosity, N·s/m²; \( \nabla \) is the gradient operator; \( \nabla \cdot w \) is the divergence operator; \( t \) is the time, s; \( w \) is a three-dimensional column vector whose components are the \( x, y, \) and \( z \) components of the displacement of the medium at location \( (x, y, z) \).

Figure 4 shows the schematic of numerical simulation model for a simulated pits specimen. The geometrical size of each model is \( 30 \times 30 \times 2.5 \) mm³. The time increment is...
0.0127 µs. The mesh size is 0.1 mm. The boundary condition of the maximum Z surface is finite, whereas that of the other surfaces is "free-free". The source and detector are 3.0 and 0.2 mm in diameter, respectively. The source is a pulsed longitudinal sinusoidal wave with a frequency of 1 MHz and a duration of 1 µs. The vibration velocity in the Z-direction as a function of time was calculated. Simulated pits with varying depths, \( D \), and aspect ratios, \( A_S \) (depth/width), were established at the bottom of the model.

4. Results and Discussions

4.1 Wave propagation

Figure 5 shows the time history of the vibration velocity detected from an undamaged specimen and the two artificially damaged specimens. For all the cases, the time-response indicates the similar trend; a negative peak appeared at approximately 2.08 µs; and the positive peak attenuated gradually. However, the amplitude of the negative peak and the damping degree of waveforms were different. When the density of indents increased, the amplitude of the largest negative peak and the damping degree of waves also increased.

Figure 6 shows the time history of vibration velocity obtained from the numerical simulation. The thickness of specimen is 2.4 mm. The damaged specimen is established with 900 simulated pits, the depth of pits \( D \) was 0.5 mm and the aspect ratio \( A_S \) was 0.5. The other conditions are described in Sec. 3. The time-response signals showed the same tendency as the experimental results: the negative peak appeared at approximately 2.16 µs and the positive peak attenuated gradually. However, the time-response of experiments and numerical simulations showed some differences after approximately 4 µs. The numerical simulation results showed positive and negative peaks whereas the experimental results showed only positive peaks. It will be discussed later in detail.

In order to quantitatively describe the attenuation behavior, the amplitude of the first negative peak was defined as \( V_P \) (m/s). Furthermore, the attenuation coefficient is defined as follows:

\[
V_t = V_0 e^{-\alpha t}
\]

where \( \alpha \) is the attenuation coefficient, \( \mu s^{-1} \); \( V_t \) is the vibration velocity at time \( t \), m/s, and \( V_0 \) is the vibration velocity of the largest positive peak, m/s.

As shown in Fig. 7, when the laser impacted the upper surface of the specimen, longitudinal waves (\( P \)) were generated owing to the thermal–elastic effects. Subsequently, they travelled through the thickness direction of specimen and reach the bottom surface. A part of the \( P \) wave was converted into shear waves (\( PS \)) when reflected. The propagating velocities of the \( P \) wave (\( C_P \)) and \( PS \) wave (\( C_{S_P} \)) in stainless steel are 5.9 and 3.2 mm/s, respectively, the
The arrival time of the PS waves \( t_{PS} \) is expected to be approximately 1.6 \( \mu \text{s} \). In the experiment, the arrival time of PS waves was approximately 1.6 \( \mu \text{s} \). Then the PS waves keep propagating and the negative peak of PS waves arrived at approximately 2.08 \( \mu \text{s} \). Therefore, the negative peak might be caused by PS waves.

The wave propagation behavior was also investigated through the numerical simulation. Figure 8 shows the wave propagation images in the Y–Z plane at X equals to 15 mm at various times. The P waves propagated through the thickness direction of the specimen and reached the bottom of specimen at about 0.4 \( \mu \text{s} \). A part of the P wave was directly reflected as longitudinal waves (PP) and consequently they spread back. Meanwhile, the PS waves were converted from P waves and comparatively they spread slower due to the lower propagation velocity. It was unable to observe the PS waves at 0.79 \( \mu \text{s} \) because they were covered by P and PP waves. At 1.12 \( \mu \text{s} \), the PS waves could be clearly observed. At approximately 1.57 \( \mu \text{s} \), the PS waves reached the position of the detector. Then the PS waves keep propagating and the negative peak of PS waves arrived at approximately 2.17 \( \mu \text{s} \). The numerical simulation results support the assumption that the negative peak was caused by PS waves.

On the other hand, with respect to the attenuation, the time interval \( t_{\text{interval}} \) between two adjacent positive peaks was approximately 0.8 \( \mu \text{s} \) according to the experiment and numerical simulation results. The time is in agreement with the time taken by P waves to travel between the upper and bottom surfaces of the specimen. Therefore, the attenuation is regarded to have been caused by P waves.

As mentioned before, the numerical simulation results showed positive and negative peaks, whereas the experimental results showed only positive peaks. In the experiment, the YAG laser impacted the specimen and then generated ultrasonic waves with a wideband frequency. On one hand, there was vibration of the whole plate specimen due to the impact. The plate specimen was bended by the vibration and the displacement of the specimen kept increasing due to the bending, which induced the vibration velocity was positive. On the other hand, the P waves propagated between the upper and bottom surfaces of the specimen leaded to positive and negative vibration velocity at the detected position. However, the vibration of the whole specimen was dominant. For this reason, only positive velocity peaks appeared and attenuated in the experimental results. On the contrast, the numerical simulations carried out by the Wave300 mode only simulated the wave propagation in material and were unable to simulate the specimen vibration. So that there were positive and negative peaks appeared in the numerical simulation results.

It is easy to understand that the variation in the attenuations shown in Figs. 5 and 6 were mainly due to the wave scattering caused by pits. Furthermore, it is evident that the attenuation increases by increasing the density of the pits. In addition, the amplitude of \( V_0 \) is almost the same as the amplitude of \( V_p \) according to the experimental and numerical simulation results. However, the mechanism of dependency of \( V_P \) and \( V_0 \) on pits remains unclear. This dependency will be discussed in the next section.

**4.2 Dependency of \( V_P \) and \( V_0 \) on aspect ratio, depth of pits, and effective thickness**

Using the numerical simulation models described in Sec. 3, the dependencies of \( V_P \) and \( V_0 \) on the aspect ratio \( (A_S) \) and depth \( (D) \) of the pits were systematically investigated. The number of simulated pits is 100. The \( D \) was fixed to be 0.5 mm when adjusting the \( A_S \), whereas the \( A_S \) was fixed to be 0.5 when adjusting the \( D \). Figure 9 shows \( V_P \) as a function of both \( A_S \) and \( D \). It can be seen that \( V_P \) decreases with increasing \( A_S \), whereas it increases with increasing \( D \). Considering that both \( A_S \) and \( D \) of the pits change the effective thickness \( (T_{\text{effective}}) \) of the specimen, it is assumed that the variation of \( V_P \) is caused by the change of \( T_{\text{effective}} \) due to the pits.
For the artificial damaged specimen, the volume of the specimen is reduced by the artificial pits. The effective thickness of the artificial damaged specimen was used to indicate the thickness variance of specimen caused by the volume reduction due to the artificial pits. It is defined as follows:

\[
T_{\text{effective}} = \frac{T \cdot A - C \cdot d \cdot l^2}{A} \quad (3)
\]

where, \(T\) is the thickness of the specimen, \(A\) is the observed area in which pits are located, \(d\) is the depth of the pits, \(l\) is the side length of the pits, and \(T_{\text{effective}}\) is the effective thickness of the specimen. Each parameter has a unit of mm. \(C\) is a constant that related to the shape of damage. In the present study, \(C\) equals to 1/3.

Specimens with effective thicknesses of 2.3, 2.4, 2.5, and 2.6 mm were assumed in the numerical simulations.

Figure 10 shows a wave propagation snapshot in the Y-Z plane (X: 15 mm; t: 1.12 µs). The intensity of the contour indicates the amplitude of displacement, \(I_a\). With increasing the effective thickness of specimen, the displacement of the PS waves (black dashed curve: approximately 5 \(\times\) 1.2 mm\(^2\)) tends weaker. To quantitatively make clear the correlation between PS waves, \(V_P\) and the effective thickness of specimen, it will be discussed from the viewpoint of the wave energy.

For the reflected PS waves, the energy of the wave, \(E_a\), is proportional to the square of \(I_a\); On the other hand, for the detected waveforms, at the time \(V_P\) appears, the energy of waves, \(E_P\), is proportional to the square of \(V_P\). Figure 11 shows the normalized energy as a function of the specimen’s effective thickness. \(E_a\) and \(E_P\) were normalized by the value for the case of 2.4 mm. When the specimen thickness increased, the energies of both reflected and detected waves decreased. It can be seen that \(V_P\) is inversely proportional to \(T_{\text{effective}}\). Moreover, the normalized energy of the detected waveforms closely agrees with that of the reflected waveforms. This further explains that \(V_P\) is caused by the shear waves that were reflected from the bottom of the specimen.

According to eq. (3), the effective thickness of the specimen with 121 indents is estimated to be 2.38 mm, whereas that of the specimen with 900 indents is 2.34 mm. Then, to draw comparisons with the numerical simulation result, the normalized energy of the negative peak of the detected waves was plotted as a function of the effective thickness, as shown in Fig. 12. The trend of the normalized energy is almost the same as that predicted by the simulations. This further proves that the variation of \(V_P\) is caused by the change of \(T_{\text{effective}}\). This phenomenon is related to the energy of the ultrasonic waves. Equation (1) used in Wave3000 includes the material viscosity. When ultrasonic waves are propagating in material, in a certain propagation direction, the energy density reduces due to the spreading of ultrasonic waves and the attenuation caused by absorption. If \(T_{\text{effective}}\) increases, the travel path of the detected ultrasonic waves is longer. So that in the direction of the travel path, the energy density of the ultrasonic waves decreases due to ultrasonic waves spreading and attenuation. As a result, the ultrasonic waves possess relatively smaller energy density when arriving at the detector. The vibration velocity is proportional to the energy of ultrasonic waves, so that less energy density leads to a smaller vibration velocity.
4.3 Evaluation of cavitation damage

To assess the effectiveness of the two parameters of $V_P$ and $\alpha$ for the quantitative damage evaluation, the cavitation damage related to various P-P roughness values was detected by the laser ultrasonic system.

Figure 13 shows the results of $V_P$ and $\alpha$ as a function of P-P roughness. It is noted that $V_P$ and $\alpha$ were normalized by the value for the case of no damage. It can be seen that both $V_P$ and $\alpha$ were dependent on the P-P roughness of the cavitation damage. When increasing the P-P roughness, the $V_P$ and $\alpha$ also increased. It is considered that the value of P-P roughness indicates the depth of the cavitation damage. According to the discussion in the Sec. 4.2, the $V_P$ is proportional to the depth of indents. Therefore, the higher P-P roughness leads to the larger $V_P$. On the other hand, the attenuation of waveforms trends larger due to the stronger wave scattering from the cavitation damage with higher P-P roughness.

Recently, the authors developed a nonlinear ultrasonic measuring procedure\(^{(18)}\) to evaluate the same distributed cavitation damage, however the cavitation damage with a P-P roughness of approximately 15 µm was not very clearly imaged. In the present study, the two parameters, $V_P$ and $\alpha$, are used to quantitatively evaluate the cavitation damage. It was seen from the experimental results that $V_P$ and $\alpha$ were clearly different from that of without damage even in the case of 15 µm. For this reason, it can be summarized that the cavitation damage with a P-P roughness of approximately 15 µm was successfully evaluated by the method proposed in this study.

5. Conclusion

To quantitatively understand the relationship between the wave propagation behavior and the pits, the artificial pits which were imposed on two plate specimens controlling the density and depth were evaluated by a laser ultrasonic system. The numerical simulation was carried out to systematically investigate the dependency of wave propagation behavior on the pits. Based on the results, the followings were obtained:

1. The maximum negative peak value ($V_P$) and the attenuation coefficient ($\alpha$) of the received waveforms were very dependent on pits and were useful for quantitatively evaluating the cavitation damage.

2. By calculating the travel time of the wave, it is deduced that the negative peak was caused by the shear waves that were reflected from the bottom of the specimen, whereas the attenuation was caused by the longitudinal waves that propagate between the upper and bottom surface of the specimen.

3. $V_P$ and $\alpha$ were applied to quantitatively evaluate the cavitation damage distribution. A cavitation damage with P-P roughness of approximately 15 µm was successfully evaluated.
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