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Rock fragmentation, which is the fragment size distribution of blasted rock material, is used in the mining industry as an index to estimate the effect of bench blasting. It is well known that the rock fragmentation in bench blasting is affected by blast condition such as specific charge, spacing and burden, involving rock heterogeneity, dynamic fracture phenomena, etc. Rock fragmentation in bench blasting was examined using a numerical approach, based on dynamic fracture process analysis and image analysis. Five models were used to consider the effect of specific charge and geometry in bench blasting. To investigate the influence of blast condition on fragmentation in bench blast simulations, the fragmentation obtained using the numerical approach was compared and analyzed. To discuss controlled fragmentation related to the blast pattern, widely spaced blast patterns were simulated. The fracture process and fragmentation were compared with that in general bench blasting. Controlled fragmentation with respect to delay timing was also discussed. Ultimately it was discussed that the optimal fragmentation in the field with respect to delay time depends strongly on the gas flow through the fractures caused by the stress wave.
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1. Introduction

The term ‘rock (or blast) fragmentation’ is an index that is used to estimate the effect of bench blasting in the mining industry. Knowledge of the fragmentation mechanisms in explosively loaded rock is critical for developing successful methods for excavating rock rapidly for a variety of purposes, and has advanced considerably in the last twenty years. In rock blasting, it is generally understood that both the stress wave and the gas pressurization make significant contributions to rock fragmentation. The importance of shock and gas in fragmentation has been debated for the last 50 years. Recent studies tend to support the view that stress waves generated by the detonation of an explosive charge are responsible for the development of a damage zone in the rock mass, and for the subsequent fragment size distribution, while the explosion gases are important in separating the crack pattern that is formed after the passage of the stress wave, and in throwing the fragments.1-4)

To predict rock fragmentation in the mining industry, several models have been proposed.5,6) Fragment size distributions are most often represented using the Gaudin-Schumann7) or the Rosin-Rammler8) distributions. These models underestimate the fine material in predicting rock fragmentation. For this reason, it is conceivable that fines in blasted rock are generated by a different mechanism to that which leads to coarse fragments. Liu and Katsabanis9) and Glatolnenkov and Ivanov10) reported that the crushing of rock around boreholes causes the majority of fines. A recent study proposed the JKMRC blast fragmentation model for assessing blast fragmentation, including the distribution of fine material; however, it has been reported that the model estimates fragment size inaccurately.11) Cho et al.12) revealed that Gaudin-Schumann distribution approximated to the fragmentation obtained in the sieving analysis, in the range from 74 µm to 1 m. They also proposed a numerical approach for predicting rock fragmentation in bench blasting.

It is well known that the blast pattern and delay time influences all aspects of rock blasting. Langefors and Kihlström13) studied the influence of blast pattern on the rock fragmentation throughout field experiments. Based on observations and measurements, they developed a relationship between the average boulder size, the burden, the type of rock, and the specific charge. They also studied the influence of shot delay time on the rock fragmentation and reported that fragmentation was optimized with delay times of 3~5 ms/m. Gustafsson14) showed that the best delay time was 5 ms/m in a large-scale blast with a 5- to 8-m-long burden. According to Winzer and Ritter,15) a significant reduction in fragment size in granite blocks was obtained with delays of up to 1.5 ms, followed by small charges. Bergman16) reported an optimum delay time of 3.3~6.6 ms/m in granite blocks with small charges. This was similar to the results of Langefors and Kihlström. Stagg and Rholl17) reported an optimum time range of 3.3~35 ms/m for reduced-scale tests and 3.3~26 ms/m for full-scale tests.

As the literature review shows, fragmentation in blasting is associated with many problems. Rock fragmentation is not well understood, and research on predicting and controlling fragmentation is warranted.

In this study, fragmentations for five models, which consider the effect of specific charge and geometry in bench blasting, are examined. The fragmentations are predicted using a numerical approach, which is based on dynamic fracture process analysis and image analysis, and the fragmentation mechanism in bench blasting is investigated. Controlled fragmentation in relation to the blast pattern and delay timing is discussed. Based on the numerical result and literature review, optimum fragmentation with respect to delay timing is discussed.

2. Rock Fragmentation in Bench Blast Simulation

2.1 Numerical approach for predicting rock fragmentation

A numerical approach, which is based on the dynamic fracture process analysis and image analysis, for prediction rock fragmentation in bench blasting was proposed by Cho et al.12) In order to predict rock fragmentation in a bench blast, first, it is necessary to set up a bench blast model that includes...
the initial mesh, material properties, the applied pressure, the calculation time, and so on. The analysis outputs the principal stresses, the coordinates of nodes, and so on. The principal stresses in each element are calculated from the displacement at each node. Fracture propagation is presented using the coordination in the re-meshed elements. The fracture pattern from the analysis is selected and delineated using the delineation function of the WipFrag image analysis program\[^{18}\] with the exception of compressive fracture zones. The compressive fracture zones excluded from the delineation of image analysis need to be considered. Therefore, the fragment size distribution is modified with the fines ratio corresponding to the compressive fracture zone. To plot size distributions that consider fines, the Gaudin-Schumann distribution is used. The fines distribution curves is connected with the modified distribution curve.

In this study the numerical approach is used to simulate the bench blast models and predict rock fragmentations in bench blasting. The influence of blast pattern on the fragmentations is analyzed.

2.2 Rock fragmentation in bench blast models

2.2.1 Model description

Figure 1 shows a schematic view of large-scale bench blasting. The analysis model has a free face, continuous boundary,\[^{19}\] and charge holes parallel to the free face. The model was divided into triangular elements. Figure 2 shows the finite element layout for the analysis models. The parameters used and calculation conditions are listed in Table 1.

Five models were constructed that considered the effect of the applied borehole pressure and geometry in bench blasting. Note that the burden, $B$, and spacing, $S$, are held constant in Models I, II, and III, while the specific charge increases. The specific charge in Models IV and V is the same as in Model II, while the burden and spacing distances increase as $S/B = 1.2$. The detailed blast patterns are summarized in Table 2. Note that the specific charges are higher than that used in a field blast.\[^{12}\] This is because the specific charges do not include the rock mass volumes around the stemmed length of blast holes.

To apply a blast pressure to the holes, the following pressure function $P(t)$ with respect to the time $t$ was used:

$$P(t) = P_{jwl}(V(t))P_s(t)$$

where $P_{jwl}(V(t))$ is the JWL pressure,\[^{20}\] which has been extensively used to describe the isentropic expansion of detonation products, and is called the JWL equation of state, and $P_s(t)$ denotes a pressure-time function, as shown in Fig. 3. In the figure, $t_1$ is the rise time (10 $\mu$s) and $t_2$ and $t_3$ denote the decay time, which totals 5 ms. The rise time corresponds to the shock wave incident on the hole wall and the decay time

---

Table 1 Properties of the analysis model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean compressive strength $x_c$ (MPa)</td>
<td>75</td>
</tr>
<tr>
<td>Mean tensile strength $x_t$ (MPa)</td>
<td>5</td>
</tr>
<tr>
<td>P-wave velocity $C_p$ (m/s)</td>
<td>2000</td>
</tr>
<tr>
<td>Elastic Modulus (GPa)</td>
<td>9</td>
</tr>
<tr>
<td>Density $\rho$ (kg/m$^3$)</td>
<td>2700</td>
</tr>
<tr>
<td>Coefficient of uniformity $m$</td>
<td>5</td>
</tr>
<tr>
<td>Fracture energy $G_f$ (Pa·m)</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 2 Blast patterns for the bench blast simulations.

<table>
<thead>
<tr>
<th>Model</th>
<th>Burden (m)</th>
<th>Spacing (m)</th>
<th>Specific charge (kg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td>2.0</td>
<td>2.4</td>
<td>1.14</td>
</tr>
<tr>
<td>Model II</td>
<td>2.0</td>
<td>2.4</td>
<td>1.53</td>
</tr>
<tr>
<td>Model III</td>
<td>2.0</td>
<td>2.4</td>
<td>1.72</td>
</tr>
<tr>
<td>Model IV</td>
<td>1.5</td>
<td>1.8</td>
<td>1.53</td>
</tr>
<tr>
<td>Model V</td>
<td>2.5</td>
<td>3</td>
<td>1.53</td>
</tr>
</tbody>
</table>

---

Fig. 1 Analysis model for bench blast simulation.

Fig. 2 Finite element layout for the analysis models.

Fig. 3 Pressure-time history for gas pressure in the boreholes.
is the duration of detonation gas pressurization on the hole wall. The pressure $P_{jwl}(V(t))$ as a function of $V(t)$ at constant entropy can be written as:

$$P_{jwl}(V(t)) = A \exp(-R_1 V(t)) + B \exp(-R_2 V(t)) + CV(t)^{(\omega+1)}$$  \hspace{1cm} (2)

where, $A = 87.611$ (GPa), $B = 0.0798$ (GPa), $C = 0.0711$ (GPa), $R_1 = 4.30566$, $R_2 = 0.89071$, and $\omega = 0.35$. The parameters were for ANFO explosive. $V(t)$ is the relative volume, $V_e(t)/V_o$. Here, $V_e(t)$ is the volume of gas produced and $V_o$ is the volume of the explosive.

2.2.2 Rock fracture process in the bench blast simulations

Figure 4 shows the fracture processes with the maximum principal stress field and crack propagation in Model I at 600-µs intervals. Compressive fractures were generated around the holes by compressive stress waves that were due to the sudden high pressurization in the holes. Here, the non-cracking zones around the holes correspond to the compressive fracture zone. The region near the blast hole is fractured without cracks and radial cracks are generated in the outer region. The stress fields, which correspond to the tangential (hoop) stress, extend from the hole and radial cracks are generated from near the compressive fracture zone. At 1200 µs, the radiating compressive stress waves from the center hole released the radiating tensile stress from the side holes. The radiating tensile stress from the side holes was also released by the radiating compressive stress from the side holes. This arrested the radiating cracks. The reflected tensile stress near the free face generated the spallings and tensile cracks perpendicular to the free face. The reflected waves were also affected by the radiating compressive stress from other holes. Although there was superposition of the stress waves near the free face, many tensile cracks were, in fact, generated because the superposed stress waves were reflected as tensile stresses, causing many tensile cracks near the free face. The fracture processes were finished at 1800 µs. From the final fracture pattern, the boulders were found between the spacings and the predominant fractures at the craters. Radial cracks between the free face and the blast holes were particularly well developed.

These fracture processes demonstrated that the predominant fracture mechanism in the simultaneous blasting examined here was the tensile fracturing (spalling) generated by the reflected tensile stresses from the superposition of radiating stress waves from adjacent holes and the craters between the holes and the free face.

2.2.3 Numerical fragment size distribution

The approaches involving in the image analysis and the fines correction as described in Section 2.1 are progressed to evaluate the fragment size distribution for the bench blast simulations. Figure 5 shows the selected fracture patterns from the fracture processes in the five models used to analyze fragment size, with the exception of the compressive fracture zones. These images show that in bench blasting, boulders are produced between the holes and the free face, and that the fragments are predominately generated at the craters and between the holes. Figure 6 shows the delineation results from the selected regions. The fragment size distributions were also calculated using the image analysis program. Figure 7 shows the cumulative passing percentage as a function of fragment size. The numerical fragment size distributions, including the fines, were plotted as log-linear size distributions in Fig. 8. After correcting the fragment size distributions in Fig. 7 with the evaluation of the fines, the curves emerge as approximately parallel, as shown in Fig. 8. These trends concur with experimental results of rock.

Fig. 4 Maximum principal stress distribution and crack propagation in Model I.
fragmentation, in which the mean particle size shifts with the excavation method, but the distribution curves parallel each other. Detailed descriptions of the data can be found in Table 3.

2.3 Influence of blast pattern on fragmentation in bench blast simulations

The bench blast models used above each have different blast conditions. In order to investigate the influence of

<table>
<thead>
<tr>
<th>Model</th>
<th>$D_{50}$ (m)</th>
<th>$K$</th>
<th>Fine ratio (%)</th>
<th>$n_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td>0.20</td>
<td>1</td>
<td>8.4</td>
<td>0.66</td>
</tr>
<tr>
<td>Model II</td>
<td>0.13</td>
<td>0.74</td>
<td>18.0</td>
<td>0.51</td>
</tr>
<tr>
<td>Model III</td>
<td>0.10</td>
<td>0.60</td>
<td>23.4</td>
<td>0.47</td>
</tr>
<tr>
<td>Model IV</td>
<td>0.08</td>
<td>0.47</td>
<td>18.1</td>
<td>0.52</td>
</tr>
<tr>
<td>Model V</td>
<td>0.14</td>
<td>1</td>
<td>22.0</td>
<td>0.44</td>
</tr>
</tbody>
</table>
specific charge on fragmentation, the fragment size distributions in Models I, II, and III, which have different specific charges for the same burden and spacing, were compared in Fig. 9. The mean particle size $D_{50}$, top size $K$, and $n_s$ decreased as the specific charge increased, while the fines ratio increased. Here $n_s$ is the material constant for Gaudin-Schumann distribution. These results indicate that increasing the specific charge causes small fragments, but decreases the uniformity of the fragments. These results concur with field experiments.

To investigate the influence of burden and space distances on fragmentation, the fragment size distributions in Models II, IV, and V are compared in Fig. 10. The burden and spacing distances increased using a constant $S/B$ ratio. With increasing burden and spacing distances, the mean particle size $D_{50}$, top size $K$, and fines ratio increased, while $n_s$ decreased. The mean particle size in Models II and V was constant because the fines ratio increased in Model V. In the fines correction approach, the fragment size distribution in Model V, which had a bigger fines ratio, was affected. The fines ratios in Models II and IV were almost the same. This might be due to the nonlinear response of compressive fracture in the models. In other words, because the dynamic fracture process analysis used in this study considered a nonlinear response for the fracture process, the estimated compressive fracture zones varied nonlinearly with the burden, spacing, and specific charge. These results indicate that increasing the burden and spacing decreases fragment uniformity.

In this study, the crushed zones due to compressive fractures around the holes were treated as the fines zone, and the tensile fractured zones were analyzed for the fragment size distribution of coarse fragments. Practical fragmentation is seldom estimated using a simple prediction equation. Therefore, it is conceivable that a model for predicting rock fragmentation with rock blasting must consider all the fracture mechanisms.

Additionally, the fragment size distributions predicted in this study were due to compressive fractures, the craters generated by radial cracks, tensile cracks near the free face, and reflected stress-induced fractures (spalls), which constitute the fundamental mechanism in bench blasting. Therefore, the predicted rock fragmentation reasonably represented the fragmentation in a field bench blast. It is expected that the proposed numerical approach can be applied to the design of blasting patterns to control fragmentation. Of note, the proposed numerical approach not only predicts a realistic fragment size distribution, but also evaluates the fines generated using various blast patterns.

3. Discussion

3.1 Fragmentation control with respect to the blast pattern

As found in Table 3 the mean fragment size increased with the specific charge. Here, we consider whether it is possible to reduce the mean fragment size without increasing the fines percentage. In practice, a widely spaced pattern and small-diameter auxiliary holes between the holes and the free face are used. Considering the bench blast simulations, using a widely spaced pattern may reduce the superposition of stress waves by increasing the travel distance from adjacent holes. To investigate a widely spaced pattern, Model I was changed to consider a 1.5 m burden and 3.2 m spacing, to maintain the same specific charge. Figure 11 shows the fracture process with a widely spaced pattern. Contrary to the fracture processes in Fig. 4, the superposition of the radiating stress wave and traveling stress wave from adjacent holes occurred later, and the stress waves from the adjacent holes did not affect crater formation, which generally predominates in the fractured zone in bench blasting. The reflected stress waves from the superposed stress waves generated tensile fractures between adjacent holes and the free face, where boulders are generated in bench blasting. This improved the fragmentation in Model I. Figure 12 compares the fragmentation in the two fracture processes. The fragments with the widely spaced blast pattern were smaller than those in Model I, except for the size in the fines distribution. The mean particle size $D_{50}$, top size $K$, $n_s$, and the fines ratio were 0.13 m, 0.59 m, 0.75 and 7.95 respectively. These results confirm that widely spaced patterns generally produce more uniform fragmentation in bench blasting. Alternatively, if auxiliary holes are drilled appropriately between two adjacent holes and the free face, it is natural that the boulder zone will be reduced, as shown in Fig. 5, without increasing fines.
3.2 Fragmentation control with respect to delay timing

The numerical findings in Section 2.2.2 showed that the superposition of stress waves generated by the simultaneous detonation of the holes arrests cracks radiating from adjacent holes. In studies examining the superposition of stress waves, Preece and Thorn\textsuperscript{23} used a damage constitutive model to show that a delay time of 0.0 sec between adjacent blastholes results in significantly more fragmentation than a 0.5-ms delay. While Liu and Katsabanis\textsuperscript{24} used a newly developed continuum damage model to show that wave collisions or superposition do not benefit rock fragmentation and that it is not necessary to use delay detonators with microsecond accuracy. The argument about fragmentation-related delay timing has not been resolved. Here, it is worth noting that they did not consider the fracture process in rock, which is an inhomogeneous material, or the interaction of stress waves and crack propagation.

---

Fig. 11 Maximum principal stress distribution and crack propagation in a wide space blast model.

Fig. 13 Maximum principal stress distribution and crack propagation in a Type I with 100 µs delay timing interval.
To examine the effect of delay timing, the time interval of the blastholes in Model I was increased to 0, 100, 500, 1000, and 2000 μs. Figure 13 shows the fracture processes with stress fields when the delay interval is 100 μs. The fractures caused by radiating stress waves from hole 1 are well developed; the radial cracks and spallings generated by the stress wave from hole 2 were affected by the stress waves from hole 1. Although the stress waves from the other holes caused crack arrest, tensile cracks (spalls) developed well near the free face, due to the superposed stress waves from adjacent holes. Here, it is conceivable that the interaction of stress waves and cracks, and the superposition of stress waves, varied with increasing delay time. The estimated fragmentation with increasing delay time was compared to investigate the influence of delay timing on fragmentation, as shown in Fig. 14. Practically, it is very difficult to reproduce the same fragmentation seen previously, despite using the same blast pattern at the same site, due to the inhomogeneity of rock. To consider the influence of rock mass inhomogeneity on the predicted fragmentation with various delay timings, five blast models with different microscopic distributions of strength were simulated and the mean fragment sizes are compared in Fig. 15. The numbers in the legend are random numbers generated to give different spatial distributions of the microscopic strength distribution. These comparisons showed that the average mean fragment size oscillated with increasing delay time, due to phase variation in the interaction of stress waves and cracks, and the superposition of stress waves with increasing delay time. Therefore, the proposed numerical approach resolved the argument concerning the fragmentation-related delay time. The damage model used in previous studies of fragmentation is not appropriate for estimating fragmentation in bench blasting.

As described in the introduction, the optimum time interval is of millisecond order. From the viewpoint of controlled fragmentation with respect to the optimum time interval, this implies that a different fragmentation mechanism has to be considered. It is well known that stress waves generate blast-induced fractures, which extend under the action of gas pressure. The bench blast simulations in this study did not consider gas pressurization.

3.3 Optimum fragmentation with respect to delay timing
The effect of delay timing at adjacent holes was discussed in the previous section. Practically, the optimum time interval is of millisecond order. The section showed that boulders are produced between adjacent holes and the free face. In bench blasting, the existence of the free face plays an important role in causing the predominant fractures to be the crater and reflected wave induced-tensile fractures. Cracks traveling at an angle of 40–80 degrees to the normal of the free surface have a greater propagation velocity. The angle increases with increasing burden. Wilson confirmed these fracture phenomena experimentally and numerically, and showed that, in any case, once the P-wave causes two radial cracks at approximately 20 to 30 degrees to the bench face to advance ahead of the others, the gas pressure loading acts to greatly favor further propagation of those same two cracks.

Figure 16 shows the interaction of crack extension, due to the gas flow and stress wave from the adjacent hole (Hole 1), with shot delay time. Assuming that the crater is completely separated by the gas pressurization, the crack forms a new free face, as shown in Fig. 16. It is conceivable that after a time delay, the crack that is due to gas pressurization plays a role at a free face, and interacts with the stress wave radiating from the adjacent hole (Hole 2 in Fig. 16). It is possible that...
Effective fragmentation caused by a free face effect may be expected. Suppose that the stress wave from Hole 1 generates a predominant crack passing through Point A and detonation gases flow through the crack and pressurize its walls. After a delay time, the stress waves radiate from Hole 2. The time the gas flow from Hole 1 arrives can be derived as:

\[ t_g = \frac{1}{C_g \cos \theta} x = \frac{2}{C_g S} \sqrt{B^2 + \frac{S^2}{4}} \]  

where, \( C_g \) is the gas propagation velocity. The time at which radiating stress waves arrive from Hole 2 can be derived as:

\[ t_p = \frac{4}{16} \sqrt{\frac{9S^2}{8} + \frac{B^2}{16}} (S - x) + D_t \]

where, \( C_p \) is the P-wave velocity and \( D_t \) is the delay time. Finally, assuming that the gas flow from Hole 1 meets the radiating stress wave from Hole 2 at Point A in Fig. 16 \((x = S/4)\); from that moment, a fragmentation effect due to the formation of a new free face increases dramatically. Then, if we let \( x = S/4 \), eq. (4) can be rewritten as:

\[ D_t = \frac{\sqrt{B^2 + \frac{S^2}{4}}}{2C_g} - \frac{\sqrt{\frac{9S^2}{16} + \frac{B^2}{4}}}{3C_p} \]

Using eq. (5), the optimum fragmentation condition can be represented as the relationship between the ratios \( D_t/B \) and \( S/B \). Figure 17 shows the variation in the optimum fragmentation condition with various gas flow velocities, \( C_g \). As an example, let us refer to Model I in the Section 2.2 and consider \( C_p = 178 \) m/s, which corresponds to an experimental result.26 From this, \( D_t \) can be estimated. The interactions of the gas flow and stress wave from the adjacent hole are described in Fig. 18. The optimum delay time for Model I was 3.1 ms/m, which is within the range of optimum delay times determined in the field bench blast tests. Ultimately, optimal fragmentation in the field with respect to delay time depends strongly on the gas flow through the fractures caused by the stress wave.

Although this study did not consider specific discontinuities in the rock models, from its perspective with regard to the inherent flaws in rock and discontinuity, it may be said that the proposed approach did, in fact, consider flaws in the rock mass, as the dynamic fracture process analysis used is based on a fracture process that considers rock inhomogeneity. Otherwise, from the viewpoint of the interaction of stress waves and discontinuity, dynamic fracture process analysis should consider geological discontinuities in the rock models for more realistic modeling.

4. Concluding Remarks

Using a numerical approach, based on dynamic fracture process analysis and image analysis, five models were used to consider the effect of specific charge and geometry in bench blasting. The fracture processes in the bench blast models showed that the predominant fracture mechanism in simultaneous blasting was constituted by the tensile fractures (spalls) generated by the reflected tensile stresses from the superposition of radiating stress waves from adjacent holes, and the craters between the holes and the free face. To investigate the influence of blast pattern on fragmentation in bench blast simulations, the fragmentation obtained using the numerical approach was compared and analyzed. With increasing specific charge, the mean particle size \( D_{50} \), top size \( K \), and \( n_e \), decreased, while the fines ratio increased. With increasing burden and spacing distances, the mean particle size \( D_{50} \), top size \( K \), and fines ratio increased, while \( n_e \) decreased. Therefore, only increasing the burden and spacing decreases fragment uniformity.
Widely spaced blast patterns were simulated to discuss controlled fragmentation related to the blast pattern. The fracture process and fragmentation were compared with that in general bench blasting. These results confirm that widely spaced patterns generally produce good fragmentation in bench blasting. Controlled fragmentation with respect to delay timing was also discussed. This showed that the average mean fragment size oscillated with increasing delay time, due to phase variation in the interaction of stress waves and cracks, and the superposition of stress waves with increasing delay time. Ultimately it was discussed using the interaction of crack extension, due to the gas flow and stress wave from the adjacent hole, with shot delay time that the optimal fragmentation in the field with respect to delay time depends strongly on the gas flow through the fractures caused by the stress wave.

Acknowledgments

Authors gratefully acknowledge the financial support from Center of Excellence (COE) program at Hokkaido University provide by the Ministry of Education, Culture, Sports, Science and Technology of Japan. The authors also wish to thank Dr. Yamamoto Massaki and Mr. Nishi Masssaki for their helpful discussion and Mr. Kawamichi Masaki for his computational assistance.

REFERENCES