Numerical Analysis of Solidification Effect on Diffusion Measurement in Liquid using the Long Capillary Method

Kenichi Ohsasa¹, Atsushi Hirata², Misako Uchida³,* and Toshio Itami³

¹Division of Molecular Chemistry, Graduate School of Engineering, Hokkaido University Sapporo 060-8628, Japan
²Technical Development & Engineering Center, Ishikawajima-Harima Heavy Industries Co., Ltd., Yokohama 235-8501, Japan
³Space Utilization Research Center, National Space Development Agency of Japan, Tsukuba 305-8505 Japan

A numerical analysis was carried out to examine the solidification effect on the concentration distribution of a solute in an Ag/Ag–5 at%Au diffusion couple in a liquid diffusion experiment using the long capillary method. Shrinkage-induced fluid flow in the solidifying sample was calculated, and the solute movement due to the fluid flow was evaluated. In the analysis, molten samples in a graphite crucible were cooled in air at three different cooling rates. Flat isoconcentration contours in the horizontal plane of the diffusion couple were formed in the sample with a low cooling rate, whereas concave isoconcentration contours were formed in the samples with high cooling rates. Those features in the simulation agreed with the experimental results. The optimum conditions to avoid the solidification effect in liquid diffusion experiments are discussed.
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1. Introduction

The long capillary method is a simple method to measure the diffusivity of an element in liquid. ¹ Molten alloys with different compositions are joined in a long cylindrical crucible with a small diameter, and the natural convection in the sample can be restricted due to its configuration. The diffusion coefficient of an element can be determined from the concentration profile measured after the completion of the solidification of the sample. Advantages of the capillary method are its simple configuration and high cost performance. However, even if buoyancy-induced fluid flow such as thermal or solutal convection in the sample is restricted, the concentration profile of an element in liquid may be changed during the solidification by the solidification shrinkage-induced fluid flow. In spite of the importance of the solidification effect on diffusion experiments, much attention has been paid to the restriction of convection in the sample, and little attention has been given to the solidification effect in experiments using the long capillary method. To measure correct diffusivity of elements in liquid, it is highly desirable to estimate the solidification effect on the experiment using a liquid diffusion couple.

The aims of this study are: 1) to establish a basic mathematical model for the solidification process in diffusion experiments using the long capillary method and 2) to analyze the solidification processes of samples to find the most desirable cooling conditions to carry out long capillary experiments. To confirm the applicability of the model, simulated results were compared with experimental results.

2. Method

2.1 Conditions of diffusion experiment

An Ag/Ag–5 at%Au diffusion couple was melted using an electric furnace in a graphite crucible with a cylindrical shape of 1 mm in inside diameter, 21.5 mm in height, 2 mm in wall thickness and 1.5 mm in bottom thickness. The lengths of Ag and Ag–5 at%Au specimens were both 10 mm and they were joined in the crucible. The Ag–Au binary system is completely miscible in both solid and liquid regions as shown in Fig. 1 and it is seen that solidification range of the Ag–Au alloy is very narrow. Unevenness of solute distribution in an alloy after solidification is known as macrosegregation and it is expected from the features of the Ag–Au diagram that severe macrosegregation will not occur. This is the reason why the Ag–Au alloy system was chosen as the specimen for the liquid diffusion experiment. The Ag specimen is located on the Ag–5 at%Au alloy specimen in the graphite crucible and hence the solutal convection can be restricted because the density of the Ag–5 at%Au alloy is higher than that of Ag. The molten sample was kept at 1250 K for a certain period and then the furnace was moved upward and the crucible was exposed to air. The sample was allowed to cool and the upper part of the sample was hotter than the lower part due to the radiation effect of the furnace located

Fig. 1 Ag–Au binary phase diagram.
just above of the sample. The cooling rate of the sample could be controlled by the height of the furnace. Because a temperature gradient exists in the sample, i.e., the density at the upper part of the sample is low, the thermal convection in the sample can be restricted. After the completion of the solidification, the sample was cut into vertical cross sections, and Au concentration distributions in the sections were measured using an EPMA. The detail results of the experiment were reported in another paper.3)

2.2 Numerical model

The conduction of heat in both the specimens and crucible was calculated by solving the basic heat conduction equation in the form of axial symmetry.

$$\frac{\partial T}{\partial t} + \frac{1}{r} UrT + \frac{\partial T}{\partial r} + Uz \frac{\partial T}{\partial z} = \alpha \left( \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial z^2} \right)$$

(1)

The mathematical expressions for the boundary conditions at the center of the sample and the sample-crucible interface were as follows.

$$\frac{\partial T}{\partial r} = 0 \quad (at \ r = 0)$$

(2)

$$- \lambda_{\text{Sample}} \frac{\partial T}{\partial r} = - \lambda_{\text{Crucible}} \frac{\partial T}{\partial r} = h_r (T_{\text{Sample}} - T_{\text{Crucible}}) \quad (at \ r = r_1)$$

(3)

$$\frac{\partial T}{\partial z} = h_l (T_{\text{Sample}} - T_{\text{Crucible}}) \quad (at \ z = Z_1)$$

(4)

As the boundary condition at the outer surface of the crucible, measured temperatures at three positions of upper, middle and lower of the crucible surface were used. In the calculation, temperatures at the crucible surface between the measured positions were estimated by making linear interpolation. An adiabatic condition was used at the top and bottom surfaces of the sample.

In order to solve eqs. (1) through (4) numerically by using the finite difference method, the longitudinal cross sections of the specimens and crucible were divided into rectangular grids with 0.1 mm on the r- and z-coordinates. Since the shape of the sample was axial-symmetric, half of the cross section was divided as shown in Fig. 2. In the numerical calculation of the heat conduction involving the latent heat evolution during the solidification of the sample, the specific heat in the solidification range was increased to incorporate latent heat evolution based on the equivalent specific heat method.3–6)

$$C' = C_p + \frac{\Delta H}{\Delta T}$$

(5)

$$\Delta T$$ in eq. (5) is the solidification range between the liquidus and solidus temperatures, which varies depending on the concentration of Au in the grid. Since Ag is a pure element and does not have a solidification range, an apparent solidification range of 0.5 K was assumed for use eq. (5), and the Ag–Au phase diagram was modified as shown in Fig. 3. The liquidus and solidus temperatures, solidification range and solid fraction of a grid having a concentration of $C_0$ were expressed as follows.

$$T_L = T_0 + m_L C_0$$

(6)

$$T_S = T_0 + m_S C_0 - 0.5$$

(7)

$$\Delta T = (m_L - m_S)C_0 + 0.5$$

(8)

$$f_S = \frac{T_L - T}{\Delta T} \quad (T_S < T < T_L)$$

(9)

In the long capillary experiment, buoyancy-induced convection can be restricted by its configuration; however, solidification shrinkage-induced flow is unavoidable. Until now, many models predicting macrosegregation of alloys have been proposed.3–17) These models involve buoyancy-induced and shrinkage-induced flows. In the present study, fluid flow is induced only by solidification shrinkage, and accurate prediction of shrinkage-induced fluid flow is required. We adopted the method proposed by Ohnaka et al.18–20) to calculate the shrinkage-induced fluid flow during the solidification of the diffusion couple.

Fig. 2. Schematic illustration of finite difference grid used for numerical computation. The numbers 1, 2, 3 show the positions of temperature measurement in the experiment. (It should be noted that the scale of direction z is not the same as that of the radial direction)
The finite difference form of the mass conservation equation in a grid with consideration of solidification shrinkage is expressed as follows.

$$\sum_n \rho_l f_s^n S_n U_n \Delta t = (\rho_s - \rho_l) V_{i,j} \Delta f_s^{i,j}$$ \hspace{1cm} (10)

The left-hand side of eq. (10) expresses the amount of mass flow into or out from the grid \((i, j)\) and the right-hand side expresses the solidification shrinkage in the grid \((i, j)\). The change of the solid fraction, \(\Delta f_s^{i,j}\), was calculated from the heat transfer analysis described above. Above the grids at the top of the sample, virtual grids with 1 atm pressure are placed and liquid Ag can always be supplied from the grids to compensate for the solidification shrinkage of the sample.

The velocity of flow in a solidifying alloy is calculated by Darcy’s law describing the fluid flow in a porous medium

$$U_n = \frac{K}{\mu} \left( \frac{P_n - P_{i,j}}{\Delta d} \right)$$ \hspace{1cm} (11)

where \(\Delta d = \Delta z\) for z direction and \(\Delta d = \Delta r\) for radial direction. Since the permeability \(K\) in a pure Ag and Ag–Au alloy system could not be found in the literature, the permeability evaluated in a Al–Cu alloy was used in the present study.

$$K = 6.0 \times 10^{-11} f_{L,0}^{1.0} \left( f_L < f_{LC} \right)$$

$$K = 2.24 \times 10^{-7} f_{L}^{8.0} \left( f_{LC} < f_L \right) \text{ where } f_{LC} = 0.9$$ \hspace{1cm} (12)

The limiting solid fraction for flow was assumed to be 0.7, and hence the permeability of the grid having a solid fraction higher than 0.7 becomes 0 and liquid does not flow through the grid. To examine the effect of permeability on the flow calculation, the permeability calculated from the Kozeny-Carman equation \(12,21\) was also used; however, the difference between the two calculated results was small, and only the results using the permeability in eq. (12) was described in this paper.

The solute conservation in grid \((i, j)\) is expressed as follows.

$$V_{i,j} \bar{C} \cdot \Delta C_{i,j} = \rho_l \sum_n S_n \cdot U_n \cdot C_u \cdot \Delta t$$ \hspace{1cm} (13)

In eq. (13), \(\bar{C} = \rho_S f_S + \rho_L f_L\) is the average concentration in the grid \((i, j)\) at the time interval \(\Delta t\) \((1.6 \times 10^{-5} \text{ s})\). The upstream interpolation method was used for \(\bar{C}\), i.e. \(C_u = C_{i,j}\) when \(U_n < 0\) and \(C_u = C_n\) when \(U_n > 0\).

In eq. (13), mass transfer due to chemical diffusion is neglected because the mass transfer due to diffusion is very small in comparison with that caused by fluid flow.

### 2.3 Initial conditions and calculation procedure

Experimentally measured temperatures at the crucible surface just before the start of cooling of the sample are given for both the specimens and crucible. The initial concentration distribution along with the z axis of the sample was calculated from eq. (14) with the assumption that the diffusion coefficient, \(D\), of Ag in liquid is 1.0 \times 10^{-8} \text{ (m}^2\text{/s)}

$$C(z, t) = C_0 \left[ 1 - \text{erf} \left( \frac{z}{2\sqrt{Dt}} \right) \right]$$ \hspace{1cm} (14)

where \text{erf} is the error function and the concentration distribution in the radial direction is assumed to be uniform. Initial pressure of each grid is 1 atm pressure.

The calculation procedure is as follows. The new temperature in each grid after each time step \(\Delta t\) was calculated from eqs. (1) through (4) and the change in the fraction solid \(\Delta f_{i,j}\) in each grid was calculated from eq. (9). The new pressure of each grid, \(P_{i,j}\), was calculated by eliminating \(U_n\) from eqs. (10) and (11). The new velocity of flow \(U_n\) between each grid was calculated from eq. (11) and the new solute concentration of each grid, \(C_{i,j}\), was calculated from eq. (13). The calculation procedure was repeated until the completion of the solidification. If the grids having a solid fraction higher than 0.7 aligned in the radial direction from the center to the surface of the specimen, the flow channel was blocked, and the calculation was interrupted. The properties used in the calculation are shown in Table 1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag and Ag–Au Alloy</td>
<td></td>
</tr>
<tr>
<td>(\Delta H)</td>
<td>1.05 \times 10^3 \text{ J/kg}</td>
</tr>
<tr>
<td>(\lambda_t)</td>
<td>133.77 + 0.042864 \cdot T \text{ W/(m-K)}</td>
</tr>
<tr>
<td>(\lambda_s)</td>
<td>442.03 - 0.053402 \cdot T - 1.4278 \times 10^{-5} \cdot T^2 \text{ W/m-K}</td>
</tr>
<tr>
<td>(C_{P_t})</td>
<td>283 J/Kg-K</td>
</tr>
<tr>
<td>(C_{P_s})</td>
<td>207.91 + 0.085716 \cdot T - 2.3981 \times 10^{-5} \cdot T^2 \text{ J/Kg-K}</td>
</tr>
<tr>
<td>(\rho_L)</td>
<td>10252 - 0.969 \cdot T \text{ Kg/m}^3</td>
</tr>
<tr>
<td>(\rho_S)</td>
<td>10679 - 0.65581 \cdot T \text{ Kg/m}^3</td>
</tr>
<tr>
<td>(m_L)</td>
<td>103.75 K/at%</td>
</tr>
<tr>
<td>(m_S)</td>
<td>96.25 K/at%</td>
</tr>
<tr>
<td>(\mu)</td>
<td>0.003 Pa.s</td>
</tr>
<tr>
<td>Graphite crucible</td>
<td></td>
</tr>
<tr>
<td>(\lambda)</td>
<td>150 \text{ W/(m-K)}</td>
</tr>
<tr>
<td>(C_P)</td>
<td>1800 J/(kg-K)</td>
</tr>
<tr>
<td>(\rho)</td>
<td>1600 \text{ kg/m}^3</td>
</tr>
<tr>
<td>(h_l)</td>
<td>4200 \text{ W/(m}^2\text{-K)}</td>
</tr>
</tbody>
</table>

Fig. 3 Schematic drawing of the modified Ag–Au binary phase diagram.
3. Results and Discussion

3.1 Changes in temperature field in the sample

Solidification processes of diffusion couples with three different cooling rates were simulated using the numerical model described above. Figure 4 shows measured cooling curves at the surface of the crucible with the average cooling rate of 0.3 K/s. Those cooling curves were used as the initial and boundary conditions of the calculation of heat conduction at the crucible surface. The time axis of Fig. 4 is scaled from 470 s because the real time lapse in the experiment is used and it is seen that a temperature gradient in the z-axis exists at the crucible surface due to the influence of the furnace. Figure 5 shows calculated cooling curves at the center of the diffusion couple sample, and it is seen that the lower Ag–Au region solidifies at 1244 K, while the upper Ag region solidifies at the melting point of Ag of 1235 K. The upper Ag region is maintained at a higher temperature during most of the experimental period except for a short period at about 500 s. Changes in the fraction solid distribution along the z-axis of the sample are shown in Fig. 6 and solidification proceeds unidirectionally from the bottom to the top of the sample.

Figure 7 shows calculated cooling curves in the diffusion couple sample with an average cooling rate of 22.1 K/s. In the early stage of the experiment, the temperature of the upper Ag region is higher than that of the lower Ag–Au region, and then the temperatures of the upper Ag and joined regions fall below the temperature of the lower Ag–Au alloy region because the lower alloy region has a higher liquidus temperature than the melting point of pure Ag. Changes in the fraction solid distribution along the z-axis of the diffusion couple are shown in Fig. 8 and it is seen that the solidification does not proceed unidirectionally; furthermore, the calculation was interrupted when a blockade occurred at the region near the joined interface.

3.2 Fluid flow and changes in the concentration profiles

Figure 9 shows shrinkage-induced fluid flow in the samples with the average cooling rate of 0.3 K/s and...
22.1 K/s. In the sample with the cooling rate of 0.3 K/s, the liquid flows from the top to bottom vertically to compensate for the solidification shrinkage of the lower region, whereas in the sample with the cooling rate of 22.1 K/s, bypass flow occurs around the solidified region or the region having high fraction solid of over 0.7 in which liquid does not flow.

Figure 10 shows Au concentration distributions along the z-axis of the solidified sample cooled with the average cooling rate of 0.3 K/s. The initial concentration distribution of Au in liquid is also plotted in Fig. 10. The concentration is uniform for the radial direction and the concentration curves at the surface, 1/2R and center overlap each other, but it is seen that the shape of the concentration curves moves downward from the location of the initial Au concentration curve due to the shrinkage-induced flow. Figure 11 shows Au concentration distributions along the z-axis of a solidified sample cooled with the average cooling rate of 22.1 K/s. A comparatively steep concentration gradient exists along both the radial and z-axial directions of the sample.

Figure 12 shows isocountour plots in three samples with different cooling rates. The sample with a low cooling rate exhibits flat isocountour plots with respect to the radial direction, whereas the samples with higher cooling rates exhibit concave isocountour con-

Fig. 9 Calculated fluid flow induced by solidification shrinkage in the samples with cooling rates of 0.3 K/s and 22.1 K/s.

Fig. 10 The final concentration distributions of Au along with the z-axis of the solidified sample with a cooling rate of 0.3 K/s.

Fig. 11 The final concentration distributions of Au along with the z-axis of the solidified sample with a cooling rate of 22.1 K/s.

Fig. 12 Au concentration contours in the samples with different cooling rates.
tours, and it is seen that the depth of valley of the concave isoconcentration contour becomes deeper with increasing cooling rates. Those features of the calculated results were also observed in the experimental results.3)  

3.3 Desired conditions for diffusion experiments  

The present numerical analysis has shown that the solidification shrinkage changes the concentration distribution of the element in liquid and exhibited the considerable effect of solidification on a diffusion experiment using the long capillary method. The concentration distributions at the surface and center in the sample with a low cooling rate moved concurrently to the bottom as shown in Fig. 10. In the samples with high cooling rates, the solute at the center moves deeper than that at the surface as shown in Fig. 11, and it seems that the concentration distribution at the surface is most similar to the concentration distribution that existed in liquid state. Based on the Boltzmann-Matano analysis, the inter-diffusion coefficient of an element in liquid is determined from the concentration distribution in the sample,  

$$D(c') = -\frac{1}{2\pi} \left( \frac{dx}{dc} \right) \int_0^{c'} x dx$$  

(15)  

where \(t\) is diffusion time, \(dx/dc\) is inverse of the concentration gradient at the concentration, \(c'\). If the concentration distribution at the surface shown in Fig. 11 is used to calculate the inter-diffusion coefficient, the error will increase at low concentration region. On the other hand, it seems that the error will be small if the concentration distribution in Fig. 10 is used because the integral term in eq. (15) is calculated with the coordinate in which the Matano interface is used as the original and the effect of the parallel movement of concentration distribution become small.  

4. Conclusions  

Solidification effects in a liquid diffusion experiment using the long capillary method have been examined by simulating the solidification process of an Ag/Ag–0.5 at%Au diffusion couple using a numerical model. Solidification shrinkage-induced flow was computed based on the heat transfer, Darcy’s flow and mass balance calculations. Solute movement due to the fluid flow was analyzed for three different cooling conditions. The Au concentration distribution in the sample with a low cooling rate was moved downward due to shrinkage-induced flow and a flat isoconcentration contour was formed. On the other hand, a concave isoconcentration contour was formed at the joined region in the samples with a high cooling rate. The obtained features from the numerical simulation were same with the experimental results and showed the applicability of the numerical model developed in the present study. The present study also showed the necessity of the some correction of the measured concentration distribution in liquid diffusion experiments using the long capillary method.

Nomenclature  

$$C: \text{concentration (at\%)}$$  

$$C_0: \text{initial concentration (at\%)}$$  

$$C_P: \text{specific heat (J/(kg K))}$$  

$$C_{P_0}: \text{apparent specific heat (J/(kg K))}$$  

$$\Delta C: \text{concentration change in a grid}$$  

$$D: \text{diffusion coefficient (m}^2/s)$$  

$$f_L: \text{fraction liquid}$$  

$$f_S: \text{fraction solid}$$  

$$\Delta f_S: \text{Change of fraction solid}$$  

$$h_i: \text{heat transfer coefficient at sample-crucible interface (W/(m}^2K))$$  

$$\Delta H: \text{latent heat (J/kg)}$$  

$$K: \text{permeability (m}^2)$$  

$$m_L: \text{liquidus slope (K/at\%)}$$  

$$m_S: \text{solidus slope (K/at\%)}$$  

$$P: \text{pressure (Pa)}$$  

$$r: \text{radial coordinate}$$  

$$r_i: \text{radius of cylindrical sample (m)}$$  

$$\Delta r: \text{grid size in} \; r \text{-direction (m)}$$  

$$S_n: \text{interface area between grids (m}^2)$$  

$$t: \text{time (s)}$$  

$$\Delta t: \text{time step (s)}$$  

$$T: \text{temperature (K)}$$  

$$T_0: \text{melting point of Ag (K)}$$  

$$T_L: \text{liquidus temperature (K)}$$  

$$T_S: \text{solidus temperature (K)}$$  

$$T_{crucible}: \text{temperature of crucible (K)}$$  

$$T_{sample}: \text{temperature sample (K)}$$  

$$\Delta T: \text{solidification range (K)}$$  

$$U_r: \text{r component of flow velocity (m/s)}$$  

$$U_z: \text{z component of flow velocity (m/s)}$$  

$$V: \text{volume of a grid (m}^3)$$  

$$z: \text{axial coordinate}$$  

$$Z_i: \text{position of the bottom of crucible (m)}$$  

$$\Delta z: \text{grid size in} \; z \text{-direction (m)}$$

Greek Symbols  

$$\alpha: \text{thermal diffusivity (L}/\rho C_P)$$  

$$\lambda: \text{thermal conductivity of crucible (W/(m K))}$$  

$$\mu: \text{viscosity (pa-s)}$$  

$$\rho: \text{density (m}^3)$$

Subscripts and Superscripts  

$$i, j: \text{grid number}$$  

$$L: \text{solid}$$  

$$n: \text{number of neighboring grids surrounding grid (i, j)}$$  

$$S: \text{liquid}$$
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